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Context

Bn

Y"1 Bob - A":d(A"A") <D

. - Xm DMC
e —{ Aica ] PG

Zm Eve %H(A”E"Zn) Z A
El’l
k= % channel uses per source symbol.

ISIT 2011 Secure Lossy Source Channel Wiretapping with Sl 2/25



Introduction

Context

Bn

Ym Al’l . n Al’l <
w e
Zm Eve %H(A”E"Zn) Z A
El’l
k= % channel uses per source symbol.
Our Aim: Find all achievable tuples (k, D, A)

Tradeoff: min. ch. uses + min. distortion + Max. equivocation )
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First Questions

How to use the side information?
m decrease the rate [SlepianWolf73][WynerZiv76]
B increase security [VillardPiantanida10]
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First Questions

How to use the side information?
m decrease the rate [SlepianWolf73][WynerZiv76]
B increase security [VillardPiantanida10]

How to take advantage of the channel?
B increase security [Wyner75][CsiszarKérner78]

Does separation hold?
m to help both Bob and Eve, a joint scheme is optimal [Tuncel06]
m to help Bob and blur Eve?

— IfA - B-e E, X o Y - Z, [Merhav08]:
Wyner-Ziv source encoder + wiretap channel encoder
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Outline

Definitions and First Results
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Definitions
Definitions

B (A;,B;,E;);>: i.i.d. random variables on A x B x &
with joint distribution p(a, b, e)

®m X — (Y,Z): a memoryless broadcast channel
with transition probability p(y, z|x)

md: AxA— [0;dnl: afinite distortion measure
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Definitions
Definitions

B (A;,B;,E;);>: i.i.d. random variables on A x B x &
with joint distribution p(a, b, e)

®m X — (Y,Z): a memoryless broadcast channel
with transition probability p(y, z|x)

md: AxA— [0;dnl: afinite distortion measure

An (n, m)-code for source-channel coding is defined by

m A (stochastic) encoding function at Alice F: A" — &A™
m A decoding function at Bob g:Y"xB"— A"
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Definitons
Definitions (cont.)

B!

Y" | Bob A" d(A" A" < D

) — x» [ bmc
A p(YZ|X)

1
77 | Eve LH(A|E"Z) > A

A tuple (k,D, A) € R3 is achievable if, for any £ > 0,
there exists an (n,m)-code (F, g) such that:

m<k—|—5

E[d(A", g(Y",B")] < D+e¢

1
—HA"E",Z") > A—¢
n
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Outline

Definitions and First Results

m Coding Scheme
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Definitions and First Results Coding Scheme

Coding Scheme

Operational separation

m two independent components

m not stand-alone

A" —

Single letter

m independent source and channel variables

Source
encoder

r

m joint optimization

ISIT 2011
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Source encoder

m description of A in 2 layers U, V with rates R;, R,
B superposition coding (U -~ V —e- A)
m random binning a la Wyner-Ziv

R, > I(U;A|B)
R, > 1(V;A|UB)

2nR 1
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Definitions and First Results Coding Scheme

Channel encoder

m 2 layers Q, X with rates R, R,
m Dbits recombination: M : (ri,r2) — (re,1p)
m random noise with rate Ry on X a la Csiszar-Kérner

Ri+R, = R:.+R, R. < kI(Q;Y)
Rl < R. R,+ R < KI(X;Y|Q)
qm(r’:) xm(rf? Tps rf)

’ onRy

2nRe | H

2an

12/25
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Coding Scheme
Performance

Distortion at Bob:
m Bob can decode (7., r,) from Y™

m Bob can decode (", v") from (ry,r2) = M~ (rc, 1)

E[d(A", g(Y",B"))] ~ E[d(A,A(V,B))]
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Coding Scheme
Performance

Distortion at Bob:
m Bob can decode (7., r,) from Y™

m Bob can decode (", v") from (ry,r2) = M~ (rc, 1)
E[d(A",g(Y",B"))] ~ E[d(4,A(V,B))]

Equivocation at Eve:
B source terms: [VillardPiantanida10]

m channel terms: Ry < kI(X; Z|Q) [CsiszarKorner78]
B remaining joint terms: R} < R,

LH(A"E"Z") > H(A|UE) — R, + R, + Ry — kI(X; Z|Q)
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Outline

Definitions and First Results

m Inner and Outer Bounds
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Definitions and First Results Inner and Outer Bounds

Inner and Outer Bounds
Theorem (Inner bound)

(k,D,A) € R3 is achievable if there exist

mrv.U,V,0, T, Xst.
U-sV-e-A- (BE) 1 Q-oT-eX-(Y,2)

m afunctionA:V x B — A, s.t.
I(U;AB) < KI(Q;Y)
I(V;A|B) < kI(T;Y)
D >E[d(A,A(V,B))]
A < H(A|UE) — [I(V;A\UB)
~k(1(T:Y10) - 1(T:210)) ] ,
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AgHMW@—Pwmwm
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Definitions and First Results Inner and Outer Bounds

Inner and Outer Bounds
Theorem (Outer bound)

If (k,D,A) € R3. is achievable, then there exist
mrv.U,V,0, T, Xst
(U,V)e-A—-(B,E) 1L Q--T-eX-(Y,2)

m afunctionA:V x B — A, s.t.
I(V;A|B) < KI(T;Y)

D > E[d(A,A(V,B))]

A < H(A|UE) — [I(V;A\B) — I(U; A|B)

~k(1(T:Y10) - 1(T:2|0)) ] ,
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Outline

Results of Optimality
m Less noisy conditions
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Less noisy conditions
Less noisy conditions

Less noisy condition B =, E
Random variable B is less noisy than E w.r.t. A, if
I(U;B) > I(U;E)

foreachr.v. Us.t. U - A - (B, E) form a Markov chain
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Less noisy conditions
Less noisy conditions

Less noisy condition B =, E
Random variable B is less noisy than E w.r.t. A, if

I(U;B) > I1(U;E)

foreachr.v. Us.t. U - A - (B, E) form a Markov chain

BB, E = U=
Wyner-Ziv source encoder + wiretap channel encoder

BZ>=Y = 0=T=X
secure source encoder + classical channel encoder
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Outline

Results of Optimality

m Optimal Schemes
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Optimal Schemes

B>, E E>,B
Wyner-Ziv source enc. )
Y= Z _ !
+ wiretap channel enc.
S — Wyner-Ziv source enc. secure source enc.
X
+ classical channel enc. | + classical channel enc.
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Counterexample: Sources

Binary source with BSC side information at Eve

m source A: uniformly distributed
m lossless reconstruction at Bob: D =0

mAo FE-oB
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Counterexample: Channels

Type-Il wiretap channel

m matched bandwidth: k£ = 1

mXoYoZ
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Counterexample: Numerical Evaluation

Parameters
mec=0.1,¢=0.1

Numerical results
m Operationnaly separated scheme:  Apax = 0.056

m Naive analog scheme (X = A):  Amax = 0.258
4 matches the outer bound
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Counterexample: Numerical Evaluation

Parameters
mec=0.1,¢=0.1

Numerical results
m Operationnaly separated scheme:  Apax = 0.056

m Naive analog scheme (X = A):  Amax = 0.258
4 matches the outer bound

Consequences
m The proposed scheme is not optimal in this case.
m Analog schemes can be useful
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Summary and Discussion

m Single-letter inner and outer bounds in the general case
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Summary and Discussion

m Single-letter inner and outer bounds in the general case

m Proposed scheme:
secure source coding + wiretap channel coding

— Operational separation

m Results of optimality under some less noisy conditions

+ Separation

m Simple counterexample with pure analog scheme
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On-going work

m Hybrid digital/analog schemes for secure transmission
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On-going work
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m Optimal in some cases for the transmission of a Gaussian
source over a Gaussian channel

m Outperforms both digital and analog schemes
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On-going work

m Hybrid digital/analog schemes for secure transmission

m Optimal in some cases for the transmission of a Gaussian
source over a Gaussian channel

m Outperforms both digital and analog schemes

— to be presented at ITW 2011

Thank you for your attention.
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